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Opis warsztatow

= Celem warsztatow jest zapoznanie uczestnikow z podstawowymi technikami
modelowania zjawisk losowych, przy wykorzystaniu narzedzi rachunku
prawdopodobienstwa i statystyki.

= Uczestnicy bedg mieli okazje nauczy¢ sie, jak formutowa¢ modele matematyczne,
ktore pozwalajg na opisanie i analizowanie wynikow eksperymentow losowych,
a takze jak oceniac jakosc¢ tych modeli.

= Poszczegolne czesci warsztatow bedg obejmowaty:
* 1. Modelowanie rozktadu wynikdw rzutu monetg i kostkg do gry

* 2. Modelowanie zaleznosci dwoch cech — regresja

3. Wizualizacja wynikéw




1. Modelowanie rozktadu wynikow rzutu moneta
| kostka do gry

Warsztaty rozpoczniemy od omowienia podstawowego zagadnienia z rachunku prawdopodobienstwa — modelowania
wynikow rzutu monetg oraz kostkg do gry.

Uczestnicy przeprowadzg eksperymenty losowe i bedg analizowac rozktady prawdopodobienstwa dla réznych
wynikow tych eksperymentow.

Zostanie wprowadzony tzw. schemat Bernoulliego, ktory jest podstawg dla wielu bardziej ztozonych modeli
statystycznych.

Podczas tej czesci warsztatow szczegolng uwage poswiecimy nastepujgcym zagadnieniom:
« Zmienne losowe — wyjasnienie pojecia zmiennej losowej i jej roli w modelowaniu proceséw losowych.

« Charakterystyki zmiennych losowych — obliczanie podstawowych parametrow zmiennych losowych.

Formalne zapisanie modeli umozliwi przeprowadzenie symulacji komputerowych, w ktorych uczestnicy bedg mogli
zmienic¢ parametry i zaobserwowac, jak wptywajg one na wyniki.

Do realizacji tych symulacji wystarczg podstawowe arkusze kalkulacyjne, co pozwala na szybkie i wygodne
eksperymentowanie bez potrzeby zaawansowanego oprogramowania.




2. Modelowanie zaleznosci dwoch cech —
regresja

= W drugiej czesci warsztatow przejdziemy do bardziej zaawansowanego zagadnienia, jakim jest
modelowanie zaleznosci miedzy dwiema zmiennymi za pomocg metod regresji.

= Uzyjemy do tego rzeczywistych danych na temat zaleznosci miedzy inteligencjg a rozmiarem
mozgu u ludzi.

= W ramach tej czesci warsztatow uczestnicy poznaja:

« Jak za pomocg metody najmniejszych kwadratéw wyznaczy¢ liniowy model zaleznosci miedzy dwiema
zmiennymi.

» Jak oceni¢ dopasowanie modelu, wykorzystujgc wspoétczynniki dopasowania oraz testy statystyczne.

 Jakie czynniki mogg wptywac na jakos¢ uzyskanego modelu i jak unikng¢ typowych btedéw w analizie
danych.




3. Wizualizacja wynikow

= Waznym elementem modelowania statystycznego jest odpowiednia wizualizacja
wynikow.

= Uczestnicy warsztatow poznajg jak wizualizowacC dane oraz wyniki analiz
statystycznych przy pomocy wykresow i diagramow.

= Poprawnie przygotowane wykresy pomagajg nie tylko w lepszym zrozumieniu
danych, ale takze w prawidtowej interpretacji wynikdw, co moze zapobiec
wycigganiu btednych wnioskow na podstawie surowych danych liczbowych.




1.1. Modelowanie rzutu moneta

= Otwieramy arkusz Rzut moneta
= W grupach dwuosobowych wykonujemy 2 doswiadczenia po 5 rzutow moneta.
= Wyniki rzutow zapisujemy do arkusza i wyliczamy numery serii.

= Wyliczamy liczbe wystgpien (oraz procent wystgpien) ortow i reszek w
doswiadczeniu 1, w doswiadczeniu 2 oraz w obu doswiadczeniach razem.

= Wizualizujemy otrzymane wyniki na odpowiednich wykresach (wykres kotowy i
wykres kolumnowy).

= Wyznaczamy dtugosci dla poszczegolnych serii oraz liczbe serii z dang
dtugoscia.




1.2. Zmienna losowa dyskretna

= Prawie wszystkie wielkosci, z ktérymi mamy do czynienia na co dzien, majg (mniej lub bardziej) charakter losowy, np.
wzrost lub waga pierwszej osoby spotkanej po wyjsciu z domu, ocena otrzymana na najblizszym egzaminie, cena kostki

masta w najblizszym sklepie.

= Zdarzeniom losowym czesto przyporzadkujemy pewne wielkosci liczbowe, ktére charakteryzujg interesujgce nas cechy

tych zdarzen.

= Jesli rzucamy moneta tak dtugo, az pojawi sie orzet, to liczba wykonanych rzutéw jest wielkoscig liczbowa

przyporzadkowang zdarzeniu losowemu.
= Zmienna losowa jest odpowiednikiem cechy statystyczne,;.

= Cecha statystyczna przyjmuje w badanej zbiorowosci wartosci x4, x5, ..., X,; Z okreslonymi czestosciami empirycznymi

(s to rozktady empiryczne).

= Zmienna losowa przyjmuje wartosci (np. ze zbioru skoiczonego) z okreslonymi prawdopodobieristwami (sg to rozktady

teoretyczne).




1.2. Zmienna losowa dyskretna

= Zmienng losowg nazywamy dowolng funkcje (mierzalng) X: 0 = R o wartosciach rzeczywistych,

okre$long na zbiorze zdarzen elementarnych ().
= Rozwazmy prosty eksperyment losowy polegajacy na jednokrotnym rzucie symetryczng moneta.

* Przestrzen zdarzen elementarnych ) (przestrzen prob) sktada sie z nastepujacych 2 wynikow:

w1 = (0), wz = (R), Q = {w;, w}
* W tym przypadku na przestrzeni zdarzen elementarnych (0 mozemy zdefiniowac np. zmienng losowg X
okreslajgca liczbe ortow w jednym rzucie:
X(w) =1, X(w,) =0.

= Kazdej zmiennej losowej odpowiada funkcja rozktadu, okreslajgca prawdopodobienstwa wystepowania

poszczegdlnych wartosci zmiennej.




1.2. Zmienna losowa dyskretna

= Zmienne losowe dzielimy na: dyskretne (skokowe) i ciggte (absolutnie ciggte).

= Zmienna losowa dyskretna X (o skoriczonym zbiorze wartosci) ma zbior wartosci x4, X, ..., X,,, przy
czym prawdopodobienstwa p4, py, ..., P,, Spetniajg warunki:
c0<p;<1,i=12,..,n
*prtp2ttpy=1

= Rozktad zmiennej losowej dyskretnej zapisujemy w postaci

= PX=x)=p;,i=1,2,..,n

lub w postaci tabelki:

xl' X1 X9 xn

pi P1 P2 e Pn




1.2. Zmienna losowa dyskretna

= Zmienna losowa X o rozktadzie zero-jedynkowym, z parametrem p € (0,1), ma nastepujacy

rozktad:
*PX =1 =p
*PX=0=1-p=q(p+q=1p>0,q>0)
= Zmienna losowa X o rozktadzie (dyskretnym) jednostajnym, z parametremn € N, dla

n roznych wartosci x4, x», ..., X,;, ma nastepujacy rozktad:

cP(X=x)=PX=x))=-=PX=x,)=-

n
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1.2. Zmienna losowa dyskretna

Wezmy pod uwage prosty eksperyment losowy polegajacy na trzykrotnym rzucie symetryczna

monety.

Przestrzen zdarzen elementarnych ) (przestrzen préb) sktada sie z nastepujacych 8 wynikéw:
w, = (0,0,0), w, =(0,0,R), w3 =(0,R,0), w, =(0,R,R), ws =(R,0,0), wg = (R,0,R),
(1)7 =~ (R; R)O)I a)8 - (R; R) R)

W  tym przypadku, zdarzeniami losowymi sg  wszystkie podzbiory  zbioru
O = {wy, Wy, w3, Wy, Ws, Wg, Wy, Wg} (Wszystkich podzbioréw jest 28 = 256).

Np. podzbior odpowiadajgcy zdarzeniu otrzymania doktadnie dwoch ortdw jest rowny

{(‘)21 w3, (‘)5})-
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1.2. Zmienna losowa dyskretna

W tym przypadku na przestrzeni zdarzen elementarnych Q mozemy zdefiniowac np. zmienng losowg X okreslajgca catkowitg

liczbe ortow w trzech rzutach:

- w; =(0,0,0), w, =(0,0,R), w3 =(0,R,0), ws, = (O,R,R), ws = (R,0,0), wg = (R,0,R), w; = (R,R,0), wg = (R,R,R)
* X(wy) =3, X(wy)=2, X(w3)=2 Xlwy)=1 Xws)=2, X(lwg) =1 X(w;)=1, X(wg)=0.
Zatem zmienna losowa X przyjmuje wartosci: 0, 1, 2, 3.

Ponadto zaktadajac, ze wszystkie zdarzenia elementarne sg jednakowo prawdopodobne (moneta jest symetryczna), otrzymujemy

nastepujacy rozktad prawdopodobienstwa zmiennej losowej X:

P(X =0) = P(we: X(w) = 0) = P{wg}) = %,P(X =1) = P(we: X(w) = 1) = P({wy, wg, w7}) =§

P(X = 2) = P(we: X (w) = 2) = P{w,, w3, ws)}) = g P(X = 3) = P(weQ: X(w) = 3) = P({wg}) = %

13



1.2. Zmienna losowa dyskretna

= Podstawowe charakterystyki (rozktadow) zmiennych losowych dyskretnych:

wartos¢ oczekiwana (wartos$¢ przecietna, wartosé srednia) u (m, EX) wyraza przecietng wartos¢
zmiennej losowej:
u=EX=x1p; + X303+ + XD
wariancja (dyspersja) o2(0%X,D?X,Var X) wyraza przecietny kwadrat odchyled od wartosci
oczekiwane;j:
02 =0’X =EX —)* = (1 — W?p1 + (2 — 1)°pz + -+ + (en — 10%pn

odchylenie standardowe o (0X, DX) wyraza przecietne odchylenie od wartosci oczekiwanej:

0=0X=\/§
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1.2. Zmienna losowa dyskretna

= Dystrybuanta (skumulowana funkcja rozktadu prawdopodobienistwa) F(x), zmiennej losowej X,
jest niemalejgcg funkcjg, wyznaczong jednoznacznie przez rozktad zmiennej losowej X, okreslong
wzorem F(x) = P(X < x),x € R.

= Dla zmiennych losowych dyskretnych:

FO)=PX<x)= ) PX=x)= ) p

XisX XisX
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1.3. Symulacja rzutu moneta

Otwieramy arkusz Symulacja rzutu monetg
W grupach dwuosobowych wykonujemy symulacje 10, 100 i 1000 rzutow moneta.

Wyliczamy liczbe wystgpien (oraz procent wystgpien) ortéw i reszek w pierwszych 10, 100
i 1000 rzutow.

Wyznaczamy dtugosci dla poszczegdlnych serii oraz liczbe serii z dang dtugoscia.

Zmieniamy wartosc¢ parametru p € (0,1) i analizujemy jego wptyw na otrzymane wyniki.
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1.4. Rozkiad dwumianowy (rozktad Bernoulliego)

= Jezeli wykonujemy n niezaleznych doswiadczen, z ktérych kazde moze zakonczy¢ sie sukcesem z
prawdopodobienstwem p lub porazka z prawdopodobienstwem g = 1 — p, to liczba k sukcesow

W ciggu n niezaleznych doswiadczen (préb) jest zmienng losowga o rozktadzie dwumianowym.

= Zmienna losowa X o rozktadzie dwumianowym przyjmuje wartosci ze zbioru {0,1,...,n}z
prawdopodobienstwami:

PX=k)=()p*q" *k=0,1,..,n9g=1-p,0<p<1,

(")— " =12 0l =1
Ko Ra-lor 7N

= Rozktad dwumianowy jest catkowicie okreslony przez liczbe niezaleznych doswiadczen n oraz

prawdopodobienstwo sukcesu p.

17



1.4. Rozkiad dwumianowy (rozktad Bernoulliego)

= Symetria rozktadu zalezy od wartosci parametru p:

* p = 0,5 — rozktad jest symetryczny; p < 0,5 — asymetria prawostronna; p > 0,5 — asymetria lewostronna.

Rozktad B(n,p) Rozktad B(n,p)
n=10, p=0,5 n=10, p=0,3
0,3 0,3
0,2 0,2
II II II

0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
= Wartos¢ oczekiwanay = EX =n-p

o Wariancjaaz=n-p-q=n'p'(1—P)

= QOdchylenie standardowe o = \n-p-q = \/Tl ‘p-(1—p)




1.4. Rozkiad dwumianowy (rozkiad Bernoulliego)

= Jezeli X;,i = 1, 2, ...,n sg niezaleznymi zmiennymi losowymi o rozktadzie zerojedynkowym: P(X; = 1) =
p, P(X; =0) = q =1 —p, tozmienna losowa S,, = X; + X, + -+ + X,, ma rozktad dwumianowy z
parametraminip.

= Rozktad dwumianowy znajduje szerokie zastosowanie w badaniach, takich jak: skutecznos¢ leczenia
(analiza liczby pacjentdw, ktdrzy zareagowali pozytywnie na dany lek w grupie pacjentow), wyniki testéw
psychologicznych (obliczanie prawdopodobienstwa, ze osoba osiggnie okreslong liczbe punktéow w tescie
z odpowiedziami typu prawda/fatsz), badania rynkowe (szacowanie liczby klientéw, ktérzy preferuja
okre$long marke w badanej grupie oséb).
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1.4. Rozktad dwumianowy

= Otwieramy arkusz Rozkiad dwumianowy

= Wopisujemy liczbe otrzymanych ortbw w swoich dwoch doswiadczeniach (probkach).

= Wyliczamy liczbe wystgpien (oraz procent wystgpien) liczby ortdw we wszystkich
doswiadczeniach i wizualizujemy je na odpowiednim wykresie stupkowym.

= Zapoznajemy sie z symulacjg rozktadu dwumianowego dlan = 5ip = 0,5.

= Zmieniamy wartosc¢ parametru p € (0,1) i analizujemy jego wptyw na otrzymane wyniki.

20



1.5. Rzut kostka

= Otwieramy arkusz Rzut kostka
= Wykonujemy 12 rzutow szescienng kostkg do gry i zapisujemy wyniki.

= Wyliczamy liczbe wystapien (oraz procent wystgpien) poszczegolnych liczb oczek i
wizualizujemy je na odpowiednim wykresie stupkowym.

= Wyznaczamy numery serii i obliczamy ich dtugosci oraz zliczamy ile byto serii o danej
dtugosci.

21



1.6. Symulacja rzutu kostka

= Otwieramy arkusz Symulacja rzutu kostka

= W grupach dwuosobowych wykonujemy symulacje 10, 100 i 1000 rzutéw symetryczng
kostkg szescienna.

= Wyliczamy liczbe wystgpien (oraz procent wystgpien) poszczegolnych liczb oczek w
pierwszych 10, 100 i 1000 rzutow.

= Wyznaczamy dtugosci dla poszczegolnych serii oraz liczbe serii z dang dtugoscia.
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2.1. Analiza regresii

Analiza regresji jest kluczowym narzedziem statystycznym, ktére pozwala na badanie zaleznosci miedzy zmiennymi oraz
prognozowanie wartosci jednej zmiennej na podstawie wartosci innych.

Jest szeroko stosowana w réznych dziedzinach nauki, takich jak ekonomia, psychologia, biologia czy inzynieria, a jej
podstawowym celem jest zrozumienie i modelowanie ztozonych zjawisk.

W ramach analizy regresji wyrdznia sie dwa gtéwne rodzaje: regresje prostg i regresje wielokrotng (wieloraka) .

Regresja prosta dotyczy sytuacji, w ktorej badamy zaleznos¢ miedzy dwiema zmiennymi — jedng niezalezng i jedng
zalezna.

* Pozwala to na ocene, w jaki sposdb zmiany w zmiennej niezaleznej wptywajg na zmienng zalezna.

Z kolei regresja wielokrotna rozszerza ten model, umozliwiajgc jednoczesne badanie wptywu wielu zmiennych
niezaleznych na jedng zmienng zalezng, co prowadzi do bardziej ztozonych i precyzyjnych analiz.

Moze nas interesowac, czy miedzy badanymi zmiennymi zachodzg jakies zaleznosci, jaka jest ich sita, jaki jest ich ksztatt i
kierunek.
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2.1. Analiza regresii

= Wspodtzaleznos¢ pomiedzy zmiennymi moze byc¢ funkcyjna lub stochastyczna (probabilistyczna).

= Zaleznos$¢ funkcyjna polega na tym, ze zmiana wartosci jednej zmiennej powoduje Scisle okreslong (wg pewnego wzoru)
zmiane drugiej zmiennej, czyli kazdej wartosci jednej zmiennej niezaleznej (X) odpowiada tylko jedna, jednoznacznie
okreslona wartos$¢ zmiennej zaleznej (Y). Np. obwdd kwadratu jest funkcjg (liniowg) jego boku Ob = 4a, a pole jest
takze funkcjg (kwadratowg) jego boku P = a.

= Zalezno$¢ stochastyczna wystepuje wtedy, gdy wraz ze zmiang jednej zmiennej zmienia sie rozktad

prawdopodobienstwa drugiej zmiennej. Szczegdlnym przypadkiem zaleznosci stochastycznej jest zaleznos¢ korelacyjna
(statystyczna).

* Zaleznos¢ korelacyjna (statystyczna) polega na tym, ze okreslonym wartosciom jednej zmiennej odpowiadajg Scisle okreslone
Srednie wartosci drugiej zmiennej. Zaleznos$¢ ta mowi nam jak zmieni sie (Srednio) wartos¢ zmiennej zaleznej (objasnianej) Y w
zalezno$ci od wartosci zmiennej niezaleznej (objasniajacej) X.
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2.1. Analiza regresii

Na podstawie analizy merytorycznej nalezy oczywiscie najpierw uzasadni¢ logiczne wystepowanie zwigzku, a dopiero

potem przystgpi¢ do okreslenia sity i kierunku zaleznosci.

Liczbowe stwierdzenie wystepowania wspotzaleznosci nie zawsze oznacza wystepowanie zwigzku przyczynowo-

skutkowego miedzy badanymi zmiennymi.

Wspotwystepowanie dwoch zjawisk moze rowniez wynikac z bezposredniego oddziatywania na nie jeszcze innego,

trzeciego zjawiska.

Prostym sposobem wykrywania zwigzku korelacyjnego miedzy badanymi cechami jest obserwacja szeregéw

statystycznych, ktére zawierajg informacje o tych cechach.
Graficzny zwigzek pomiedzy zmiennymi mozemy zobaczy¢ na wykresach rozrzutu.
Analize zaleznosci powinno sie rozpoczynac od sporzadzenia wtasnie takich wykresdow.

Wzrokowa ocena umozliwia czesto okreslenie sity i rodzaju zaleznosci.
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2.1. Analiza regresii

Zatézmy, ze zbiorowosc jest badana ze wzgledu na dwie zmienne X i Y, a realizacje tych zmiennych w prébie
n-elementowej zestawione sg w postaci dwoch szeregdéw szczegotowych.

Punkty, odpowiadajgce poszczegdlnym wartosciom cech, tworzg korelacyjny wykres rozrzutu (w prostokgtnym
ukfadzie wspotrzednych: na osi odcietych zaznaczamy wartosci pierwszej zmiennej, a na osi rzednych wartosci
drugiej zmiennej).

Bardzo rzadko zdarza sie, aby zaznaczone punkty lezaty doktadnie na linii prostej (wéwczas jest petna korelacja
liniowa).
Czesciej spotykana konfiguracja sktada sie z wielu zaznaczonych punktow lezgcych mniej wiecej wzdtuz

konkretnej krzywej (najczesciej linii prostej).

Gdy korelacja staje sie coraz mniej wyrazna, wowczas punkty zaczynaja sie rozpraszac i przesuwac, az do kolistego
tworu (chmury).
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2.1. Analiza regresii

Korelacja dodatnia wystepuje wtedy, gdy wzrostowi wartosci jednej cechy odpowiada wzrost srednich wartosci

drugiej cechy.
Korelacja ujemna wystepuje wtedy, gdy wzrostowi wartosci jednej cechy odpowiada spadek srednich wartosci

drugiej cechy.

Wspotczynnik korelacji (liniowej) Pearsona wyraza sie nastepujgcym wzorem

ol = cov(x,y) _ % =1 (=0 (=) . Y =0 i-y)
Xy — T -
SxSy \/%Z{’zl(xi—f)z\/%Z’f:l(yi—i/)z \/Z?=1(xi—f)2 Y i—y)?

Oczywiscie 75y, = 1y, Oraz =1 < 1, < 1.
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2.1. Analiza regresii

Wspotczynnik korelacji (liniowej) Pearsona jest miernikiem sity zwigzku prostoliniowego miedzy dwiema

cechami mierzalnymi.

Znak wspoiczynnika korelacji informuje nas o kierunku korelacji, natomiast jego bezwzgledna wartos¢ o sile

zwigzku.
Wielkos¢ wspodtczynnika korelacji podlega wptywom wartosci skrajnych i odstajgcych.
Do opisu i interpretacji korelacji mozemy przyja¢ nastepujgcag skale okreslajgca site zwigzku (stopien zaleznosci
dwodch cech):
= Tyy = 0—zmienne nie sg skorelowane, 0 < |rxy| < 0,1 — korelacja nikta, 0,3 < |rxy| < 0,5 — korelacja przecietna,
0,5 < |ry| < 0,7 — korelacja wysoka, 0,7 < || < 0,9 — korelacja bardzo wysoka, 0,9 < |ry, | < 1 - korelacja prawie

petna, |rxy| = 1 — korelacja petna (zaleznos¢ funkcyjna: liniowa).
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2.1. Analiza regresii

Kwadrat wspdfczynnika korelacji nazywamy wspoétczynnikiem determinacji (okreslonosci).

Wspétezynnik determinacji R* = r,3,(- 100%) informuje o tym, jaka cze$¢ zmian zmiennej objasniane;
(skutek) jest wyjasniona przez zmiany zmiennej objasniajgcej (przyczyna).

Np. jesli zmienna X (zmienna objasniajaca) koreluje ze zmienng Y (zmienna objasniana) na poziomie 1, = 0,5 to
wspotczynnik determinacji R? = rxzy = 0,25 oznacza, ze tylko 25% zmian wartosci zmiennej objasnianej zostato
wyjasnione przez zmiany przyjetej zmiennej objasniajacej.

Mozna zatem stwierdzi¢, ze na zmienng objasniang oddziatywajg jeszcze inne zmienne objasniajgce (przyczyny).

29



2.1. Analiza regresii

Omowimy teraz regresje liniowg prosta.

Na ksztattowanie sie zmiennej Y (efekt, skutek, zmienna objasniana, zmienna zalezna) ma wptyw nie tylko
zmienna X (przyczyna, zmienna objasniajaca, zmienna niezalezna), ale réwniez czynniki zakifdcajace (szum)

nazywane sktadnikiem losowym.
Najprostsze i najczesciej spotykane zaleznosci miedzy zmiennymi to te, ktére majg postac liniowa.
Prosta regresji zmiennej Y wzgledem zmiennej X ma nastepujgcg postac

y=ax+b (17 =aX+BY=aX+L+ee— sldadniklosowy)

Parametry rdwnania prostej regresji szacuje sie z préby klasyczng metoda najmniejszych kwadratéw.
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2.1. Analiza regresii

= Metoda najmniejszych kwadratow (MNK) polega na takim oszacowaniu parametréw powyzszych funkcji, aby dla

danych z préby spetniony byt warunek (dla funkcji = ax + b):

W(a,b) = Z()’i —9:)? = z(yi — ax; — b)?
i=1 =1

ma o0siggna¢ minimum, gdzie y; oznaczajg wartosci empiryczne zmiennej Y, a y; wartosci ,teoretyczne”

wyznaczone na podstawie rownania y = ax + b (y; = ax; + b).

= QOstatecznie otrzymujemy nastepujgce wzory na wartosci szukanych wspotczynnikéw:

n n n n n 2 n n
. nZi:l xlyl_ i=1 xl 21::1 yl _ i=1 yl i=1 xl _Zizl xl i=1 xlyl

a
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2.1. Analiza regresii

Wspodtczynniki a i b mozemy przedstawi¢ w prostszej postaci:

_ I D0i-y) _ covlxy) _ Sy
S, (%) s Y 5

a b=y—ax

lub mozemy je wyliczy¢ z zaleznosci:

Parametry a i b noszg nazwe parametrow prostej regresji.
Parametr b to wyraz wolny réwnania prostej regresiji.

Wspodtczynnik a okresla o ile jednostek przecietnie wzrosnie (lub zmaleje, gdy a<0) warto$¢ zmiennej zaleznej,
gdy wartos¢ zmiennej niezaleznej wzrosnie o jedng jednostke.

Ze wzgledu na prostg i logiczng interpretacje wspdtczynnik a ma duze znaczenie praktyczne.
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2.2. Badanie zaleznosci miedzy inteligencja a
rozmiarem mozgu

Otworzyc arkusz 1Q vs Brain

Zapoznac sie z podstawowymi statystykami opisowymi dla dostepnych zmiennych.

Utworzy¢ wykres rozrzutu zmiennej Brain Size (pixels) w zaleznos$ci od zmiennej Performace 1Q.
Do wykresu dodaé trend liniowy i wzdr tej funkcji liniowej oraz wspétczynnik determinacji R? .
Zapoznac sie z dziataniem funkcji WSP.KORELACIJI, R.KWADRAT, REGLINP, REGLINX.

Wyznaczy¢ rozmiar mozgu dla Performace 1Q = 110.
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2.2. Badanie zaleznosci miedzy inteligencja a
rozmiarem mozgu

Otworzyc¢ arkusz FSIQ vs MRI_Count

Zapoznac sie z podstawowymi statystykami opisowymi dla dostepnych zmiennych.
Zapoznac sie z wykresem rozrzutu zmiennej MRI_Count w zaleznosci od zmiennej FSIQ.
Zapoznac sie z wyznaczong regresja liniowa oraz wspoétczynnikiem determinacji R? .
Zapoznac sie z dziataniem funkcji WSP.KORELACIJI, R.KWADRAT, REGLINP, REGLINX.

Wyznaczy¢ rozmiar mozgu dla FSIQ = 110.
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3. Uwagi o wizualizacji wynikow

= Kwartet Anscombe’a [https://pl.wikipedia.org/wiki/Kwartet_Anscombe%E2%80%99a]

= Same Stats, Different Graphs [https://www.research.autodesk.com/publications/same-stats-different-graphs/]
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= Dziekujemy za uwage!
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